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ABSTRACT

The emergence of generative artificial intelligence (AI) systems poses novel challenges for the right to be forgotten. While this right gained prominence following the 2014 Google Spain v. Gonzalez case, generative AI’s limitless memory and ability to reproduce identifiable data from fragments threaten traditional conceptions of forgetting. This Article traces the evolution of the right to be forgotten from its privacy law origins towards an independent entitlement grounded in self-determination for personal information. However, it contends the inherent limitations of using current anonymization, deletion, and geographical blocking mechanisms to prevent AI models from retaining personal data render forgetting infeasible. Moreover, the technical costs of forgetting—including tracking derivations and retraining models—could undermine enforceability. Therefore, this article advocates for a balanced legal approach that acknowledges the value of the right to forget while considering the constraints of implementing the right for generative AI. Although existing frameworks like the European Union’s GDPR provide a foundation, continuous regulatory evolution through oversight bodies and industry collaboration is imperative. This article underscores how the right to be forgotten must be reconceptualized to address the reality of generative AI systems. It provides an interdisciplinary analysis of this right’s limitations and proposes strategies to reconcile human dignity and autonomy with the emerging technological realities of AI. This Article’s original contribution lies in its nuanced approach to integrating legal and technical dimensions to develop adaptive frameworks for the right to be forgotten in the age of generative AI.
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INTRODUCTION

The growth of generative AI has reinvigorated debates on the “right to be forgotten” in today’s digital realm. The right to be forgotten allows individuals to remove their personal data online, enhancing privacy. The right became notable after Google Spain v. Gonzalez, a 2014 European Union (EU) case. Yet, generative AI’s rise challenges this right’s future viability due to AI’s expansive memory and data regeneration abilities.

This Article examines the legal and ethical quandaries inherent in reconciling this right and generative AI advancements. It charts the right’s development from privacy protection to a distinct right of personal data control. Nevertheless, the piece argues that the AI’s perpetual memory and data reconstruction might make forgetting impossible. Methods like anonymization and data removal will prove insufficient against AI’s capability to recreate personal data.

Thus, this piece calls for a pragmatic legal stance that respects the right to be forgotten but acknowledges its limits. It suggests reinforcing and adapting legal structures with regulatory oversight and industry cooperation. It proposes that we need nuanced strategies that leverage generative AI for the public good while respecting personal dignity and autonomy. The Article offers a multidisciplinary review, encompassing legal, ethical, technological, and policy perspectives, of the right to be forgotten and strategies for its integration with generative AI’s potential.

I. THE RIGHT TO BE FORGOTTEN

A. Concept of the Right to Be Forgotten

The concept of the right to be forgotten can be traced back to the EU’s Directive on Data Protection and the free movement of such data (95/46/EC) in 1995 and the Directive on Electronic Commerce (2000/31/EC). These directives formed the legal basis for search engine providers’ obligation to remove links within the EU. In 2014, in Google Spain v. Gonzales, the European Court of Justice consolidated these directives, providing a clear legal foundation for the right to be forgotten.

In the Google Spain case, Mr. Gonzalez requested the removal or alteration of search results related to a real estate auction that had been published in a daily newspaper by the Vanguard company. He argued that the information was outdated and no longer relevant to the

4 Case C-131/12, Google Spain SL v. Agencia Española de Protección de Datos, 2014 E.C.R. 317 [hereinafter Google Spain].
5 Id.
public or to him personally. He asked Vanguard to delete or modify the publication, and Google to remove or hide the data, making it inaccessible to others. The judge, citing Article 12(b) of the EU Directive 95/46/EC on Data Protection, stated that when the information processed by search engine operators is deemed inadequate, irrelevant, or excessive in relation to the objectives of data processing, both the information in question and the associated links appearing in search results are required to be removed.

In 2012, the concept of the right to be forgotten was formally established in the European legal framework as a legal norm. Initially, it only applied to the right to be forgotten for minors, as outlined in Article 17 of the General Data Protection Regulation (GDPR) draft. However, after the official adoption of the GDPR in 2018, the right to be forgotten became applicable to all natural persons, not just minors.

The term “right to be forgotten” initially referred to the idea that information, once legitimate, might lose its legitimacy over time. However, the legal implications of the right to be forgotten should be analyzed from both temporal and spatial dimensions. It depends not only on the subjective judgment of the data subject but also on objective facts. The right to be forgotten consists of two dimensions: the right to forget and the right to delete (including the right to object). The right to forget means not keeping individuals bound to their past and providing the possibility of being “forgotten” to protect human dignity. The right to delete empowers every individual to control their own information and personal data. This control is supported by the concepts of the right to self-determination of personal data, the right to privacy, and the right to personal data. Therefore, the legal definition of the right to be forgotten must take both the right to forget and the right to delete into account. In other words, the right to be forgotten means that if the data subject does not want their personal data to be further processed or stored by a data controller and there is no legitimate reason for maintaining such data, then the data should not be accessible to the public.

---
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B. The Right to Be Forgotten as a Recognized Concept in Human Rights Law

The right to be forgotten has gradually evolved into a recognized concept in human rights law. The right sits at the intersection of privacy, data protection, and freedom of expression, which makes it crucial to the protection of human rights. This chapter explores the evolution of the right to be forgotten from its historical roots to its status as a human right. It examines global legal frameworks that have acknowledged this right and its relationship with core human rights, particularly privacy. The chapter also analyzes the landmark Olivier G v Le Soir case in Belgium, instrumental in defining the right to be forgotten. It concludes by addressing the tension between this right and free speech, including the European Court of Human Rights’ proposed resolutions.

1. Historical Roots and Evolution

The right to be forgotten, closely linked with the “right to erasure” as outlined in data protection laws, emerged prominently in response to the digital age's challenges. This right, gaining momentum particularly after the landmark Google Spain v. Gonzalez case in 2014, addresses the modern dilemma where digital information is not only ubiquitous but also indelibly persistent online. This situation underscored the critical need for individuals to exert control over their personal data, a concern that was less pronounced in the pre-internet era. This evolution from privacy to a recognized human rights principle can be illustrated by the European Union's General Data Protection Regulation (GDPR) in 2018, which codified the right to be forgotten as a tangible entitlement for individuals. This regulation expanded the scope beyond the traditional confines of privacy and data protection, establishing a broader human rights principle that acknowledges the nuanced implications of digital existence.

While the right to be forgotten is not explicitly mentioned in most international human rights documents, it finds implicit recognition in certain provisions. The GDPR, specifically Article 17, acknowledges the right to erasure, which is deeply interconnected with human rights principles. Article 17 establishes the right of individuals to request the deletion of their personal data under specific conditions, reflecting a commitment to personal autonomy and the control of one's personal information. This right is intrinsically linked to the broader human right to privacy, as encapsulated in Article 8 of the European Convention on Human Rights (ECHR), which safeguards the right to respect for private and family life. It is through this lens that the GDPR's right to erasure can be seen as a modern embodiment of the fundamental human right to privacy, ensuring that personal data protection is not just a legal obligation but a reinforcement of individuals' human dignity and autonomy in the digital age. The right to privacy recognized in various international instruments, such as Article 12 of the Universal Declaration of Human Rights, in THE CAMBRIDGE HANDBOOK OF NEW HUMAN RIGHTS: RECOGNITION, NOVELTY, RHETORIC 285, 287–307 (Andreas von Arnauld, Kerstin von der Decken, & Mart Susi eds., 2020).
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23 The Right To Be Forgotten, supra note 21 at 287–307.

24 GDPR, supra note 11.

25 Id.; Uta Kohl, The Right to Be Forgotten in Data Protection Law and Two Western Cultures of Privacy, 72 INT. COMP. LAW Q. 737 (2023).
Rights (UDHR) and Article 17 of the International Covenant on Civil and Political Rights (ICCPR), aligns with the principles underpinning the GDPR's right to erasure. These instruments collectively underscore the importance of protecting individuals from arbitrary interference with their privacy, which the GDPR operationalizes within the context of data protection. The GDPR's provisions serve to translate these international human rights norms into concrete legal mechanisms that address the complexities of personal data management in the digital era.

The right to be forgotten is inextricably linked to other fundamental human rights, with the right to privacy taking a prominent position. Article 8 of the European Convention on Human Rights (ECHR) explicitly safeguards the right to respect for private life. It could be argued, particularly in light of Olivier G v Le Soir, that the right to be forgotten is potentially an essential aspect of the right to privacy. This perspective suggests that it enables individuals to possibly control the dissemination of their personal information and could help protect their private lives from what might be considered unwarranted intrusion.

2. Olivier G v Le Soir

The 2016 ruling of the Belgian Court of Cassation in Olivier G v Le Soir stands as a pivotal moment in the recognition and enforcement of the right to be forgotten within European jurisprudence. Dr. Olivier G, a medical doctor, secured a seminal victory that mandated the anonymization of a 1994 online article detailing a fatal accident he caused while driving under the influence. This legal triumph followed his rehabilitation and highlighted the perpetual damage to his reputation due to the article’s accessibility via online search engines, overshadowing his professional and personal reform.

The court’s ruling in Olivier G v Le Soir highlighted the dynamic interplay between an individual’s right to privacy and the public's right to information. The decision underscored that the informational landscape had evolved significantly over the two decades since the accident, diminishing the news value of the archived article. In this digital age, the ease of accessing information online perpetuates the visibility of past events, which can unjustly affect an individual's reputation long after their rehabilitation. The court acknowledged that while the freedom of expression is paramount, it is not unfettered and must be reconciled with the right to privacy. Thus, the ruling recognized the importance of anonymizing the archived article in the digital age.

---

29 Tomlinson, supra note 27.
30 Id. Kinstler, supra note 28.
31 Tomlinson, supra note 27.
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digital sphere to protect Olivier G’s rehabilitated status, illustrating a contemporary application of the right to be forgotten in balancing these competing interests.

This landmark decision carved out an approach to the right to be forgotten grounded in the essence of human dignity and reintegration into society. The Belgian courts, referencing both Article 8 of the ECHR and Article 17 of the International Covenant on Civil and Political Rights, underscored the right’s intrinsic value to private life, even when pitted against the freedom of the press.\textsuperscript{33}

As a consequence, the Court of Cassation endorsed the anonymization of the online archive, setting a precedent for the right to be forgotten to apply to digital records. The court went beyond merely preventing indexing by search engines, requiring the publisher to alter the content to protect personal rehabilitation. This case thus exemplifies the complex interplay between privacy rights and public information; a balance that continues to be recalibrated in the face of evolving technologies and enduring concerns over privacy.

C. Theoretical Foundations of the Right to Be Forgotten in Generative AI

In the previous section, I recognized the developing nature of the right to be forgotten as a human right, yet its foundation remains contested in generative AI discussions. This section explores these foundations and evaluates their importance in the era of generative AI.

The right to be forgotten deserves distinct acknowledgment in the context of generative AI. During the Web 2.0 phase, judicial rulings supported this right by implementing erasure and disengagement, helping to make it achievable. Pursuing the control over one’s personal information embodies the essence of genuine human liberty, rather than a mere semblance of it.\textsuperscript{34} However, the advancement of AI threatens this autonomy, risking the replacement of human roles and the needless revelation of personal data.\textsuperscript{35} To mitigate these threats, we must ensure technology ethically serves the public good. Grounding the right to be forgotten in information regulation balances open access with privacy. However, without a theoretical basis, such rules could fail, resulting in erratic enforcement. Specifically, the absence of a solid theoretical foundation may lead to inconsistencies in rule application as decision-makers might interpret regulations differently without clear guidance. This could result in a lack of uniformity in enforcing the right to be forgotten where similar cases may have vastly different outcomes based on subjective interpretations of the rules. Furthermore, without a theoretical underpinning, regulations may not adequately anticipate future technological advancements, leading to gaps in protection and enforcement challenges. Thus, establishing a robust theoretical framework is crucial for ensuring that the right to be forgotten is applied consistently and evolves alongside technological progress, preventing erratic enforcement.

Exploring the foundations of the right to be forgotten necessitates a look at its ties to privacy and reputation. It expands these protections, allowing control over old personal data. In the era of Generative AI, privacy, reputation, and the right to be forgotten form a triad, each grounded in law, upholding human dignity and expanding individual liberties.

\textsuperscript{33} \textit{Id.}
\textsuperscript{34} DE TERWANGNE, \textit{supra} note 21.
1. **Privacy Rights and the Right to Be Forgotten**

In today’s big data era, the clash between personal privacy and technological convenience has increased in importance. Early scholars like Samuel Warren and Louis Brandeis noted the strain between technology’s advantages and the inherent need for privacy. Initially, privacy rights included the right to be forgotten and adapted to legal and practical shifts toward controlling personal information.

The EU’s right to be forgotten extends privacy to cover outdated public data. Originating in the EU’s 1995 Data Protection Directive and the earlier 1981 Council of Europe Convention, this right evolved through the 2012 GDPR and European Commission clarifications in 2015. The GDPR, effective in 2016, broadened the deletion right to include voluntary and third-party shared information.

Yet traditional privacy rights, which focus on personal solitude and non-disclosure outside public interest, struggle to effectively regulate obsolete public information. Thus, privacy rights and the right to be forgotten should run as distinct, parallel rights. The pre-generative AI era allowed individuals to protect their privacy through data deletion and profile adjustments. But generative AI reveals a flaw in the right to be forgotten: it fails against the misuse of anonymized data. Anonymized datasets in generative AI can inadvertently reveal personal details, whether incidentally through data correlation or intentionally by bad actors, thus undermining the assumption that anonymization ensures privacy.

In the generative AI context, the right to be forgotten must move beyond privacy rights due to its inadequacy with anonymized data. This necessitates reevaluating its theoretical basis to match the evolving digital environment.

2. **Social Identity Construction and the Right to Be Forgotten**

The right to be forgotten intersects with the fundamental human right to protection against attacks on one’s reputation, a concept enshrined in international law. Article 12 of The Universal Declaration of Human Rights (UDHR) explicitly safeguards an individual’s honor and reputation against arbitrary interference, stating: “No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation.”

---

37 Samuel D. Warren & Louis D. Brandeis, *The Right to Privacy*, 4 Harv. L. Rev. 193, 195 (1890) (“Recent inventions and business methods call attention to the next step which must be taken for the protection of the person, and for securing to the individual what Judge Cooley calls the right ‘to be let alone.’ Instantaneous photographs and newspaper enterprise have invaded the sacred precincts of private and domestic life; and numerous mechanical devices threaten to make good the prediction that ‘what is whispered in the closet shall be proclaimed from the house-tops.’”).
38 Id.
41 Villaronga, Kieseberg, & Li, supra note 2.
42 Id.; Paul Ohm, *Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization*, 57 UCLA Law Rev. 1701, 1701 (2009) (“These scientists have demonstrated they can often ‘reidentify’ or ‘deanonymize’ individuals hidden in anonymized data with astonishing ease.”).
and reputation. Everyone has the right to the protection of the law against such interference or attacks.\(^{43}\) A similar protection is found in Article 17 of the International Covenant on Civil and Political Rights (ICCPR), underscoring the global recognition of reputation as a legal right requiring defense.\(^{44}\)

The right to be forgotten allows individuals to control their social identity, a need amplified by the internet’s capacity to make information permanent.\(^{45}\) Nicholas Goldberg, an associate editor and Op-Ed columnist for the Los Angeles Times, observes that news, which once had a transient impact, now creates enduring impressions influencing both personal and public perceptions.\(^{46}\) Within this framework, the right to protection against attacks on reputation becomes particularly relevant.\(^{47}\) This right is vital for individuals accused of crimes, as old or irrelevant information can obstruct their prospects and cause further harm. For instance, when information about the accused is left online, it can perpetuate the trauma for victims by continually exposing them to the details of the crime.\(^{48}\) However, U.S. online platforms often fail to remove such content, citing the First Amendment. This failure to moderate can enable unfair practices like employment discrimination based solely on arrest records, which do not necessarily lead to convictions and may not reflect current legal status or rehabilitation efforts.\(^{49}\)

To address egregious violations, such as revenge pornography, U.S. laws have begun to favor privacy over free speech in specific situations.\(^{50}\) A core tenet of the right to be forgotten is that individuals deserve the chance to make a fresh start.\(^{51}\) But not all impacts on social identity warrant the application of this right; reputation rights are more appropriate for some. This distinction is evident in the EU’s divergent decisions in Google v. CNIL\(^{52}\) and Glawischnig-Piesczek v. Facebook Ireland.\(^{53}\) In Google v. CNIL, the Court of Justice of the European Union clarified that while the right to be forgotten is recognized within the EU, its application does not extend globally. The court held that search engines are not required to remove links from search


\(^{52}\) Case C-18/18, Glawischnig-Piesczek v. Facebook Ireland Ltd., ECLI:EU:C:2019:821 (Oct. 3, 2019).
results outside of the EU, emphasizing the need to balance the right to privacy and data protection against the freedom of information and expression. This decision underscores the regional limitations of the right to be forgotten and highlights the challenges of enforcing such a right on the borderless internet. Meanwhile, the Glawischnig-Piesczek case suggests that defamation should be governed by reputation laws to ensure comprehensive remedies, avoiding the territorial and effectiveness constraints of the right to be forgotten.54

Moreover, while claims based on reputation rights alone require a high standard of proof and may not offer enough protection, the right to be forgotten responds to the digital era’s broader challenges.55 It empowers people to overcome their past amid the internet’s enduring recall, which is increasingly important in the era of AI, offering a means to reconcile the imperatives of privacy and the protection of reputation in the digital age.56

3. Personal Information Self-Determination and the Right to Be Forgotten

Outdated information merely informs and does not necessarily affect privacy or identity. Hence, privacy rights and identity theories are inadequate for regulating the right to be forgotten. Instead, the personal information self-determination theory aptly underpins the right to be forgotten.57 Privacy rights guard against the exposure of confidential information, while social identity concerns reputation. The right to be forgotten aims to restore the confidentiality of information that has been exposed.

Privacy and reputation rights don’t encompass outdated information, which the right to be forgotten aims to rectify. As a civil and personality right, the right to be forgotten ensures data integrity, accuracy, and self-determination for individuals.58 This right intertwines with personal information rights, forming a framework for information control.59

Using information self-determination as the legal basis for the right to be forgotten has distinct social benefits.60 With blurred lines between privacy and reputation in the information age, relying on these as foundations may restrict the right’s effectiveness.61 German scholar Wilhelm Steinmüller’s concept of information self-determination, which advocates for individuals to have absolute control over their private information, aligns with modern societal needs and informs current legislation like the GDPR and France’s Digital Republic Act.62

---

54 Id.
57 De Terwangne, supra note 21, at 4–6.
58 The Right To Be Forgotten, supra note 20, at 298; De Terwangne, supra note 21, at 4–6.
59 The Right To Be Forgotten, supra note 20, at 298.
62 Dezheng Wang, Research on Smart City Construction from the Perspective of Privacy Protection, 19 US-CHINA L. REV. 312, 322 (2022); Steinmuller/Lutterbeck/Mallmann/Harbort/Kolb/Schneider, Grundfragen des Datenschutzes Gutachten im Auftrag des Bundesministeriums des Innern, July 1971 (BT-Drucksache VI/3826).
To conclude, the right to be forgotten should be an independent right grounded in information self-determination. While it may prompt unlimited rights claims, it must be balanced with reasonable limits, as not all claims can be absolute.

II. THE RIGHT TO BE FORGOTTEN CHALLENGES IN THE ERA OF GENERATIVE AI

The right to be forgotten is absolute in intent but limited in practice. Data’s characteristics define these limits, indicating that uniform regulations may fail to adequately protect individual interests. Striking a balance between public interest and the effects of data deletion is essential.

This balancing act becomes increasingly complex in the context of generative AI. AI, in its broadest sense, refers to computer systems capable of performing tasks that typically require human intelligence. Among these, generative AI, a subset of artificial intelligence, is particularly noteworthy. Generative AI refers to algorithms that can generate entirely new content, including text, images, or even code, based on the data they have been trained on.

Recent advancements in this field, especially with large language models (LLMs) like ChatGPT, have sparked a generative AI craze. These models are trained on vast datasets and can generate highly sophisticated and human-like text, making them valuable for a myriad of applications from customer service automation to content creation. However, their ability to retain and regurgitate information raises significant concerns regarding the right to be forgotten.

In an age where AI might indefinitely store and replicate personal data, enforcing the right to be forgotten is a legal and technological challenge. The continuous evolution of AI algorithms and their data processing abilities, combined with privacy concerns, requires a careful analysis of data erasure’s limits and possibilities. This section explores these issues and challenges.

66 Id.
68 FRIEDLAND, supra note 65.
A. AI Memory and the Right to Forgotten

The right to be forgotten is essential in digital privacy, enabling people to request the removal of personal information online. Yet, AI presents new obstacles, complicating deletion due to its data processing. Unlike the traditional internet, where manual removal is possible, AI’s intricate operations render full data elimination nearly impossible. AI’s “memory,” or the residual impact of previous data on subsequent outputs, further complicates total data extinction.

Moreover, the trajectory of the industry suggests a growing reticence in the sharing of information, which is of particular interest when discussing AI and the right to be forgotten. The trend of diminishing transparency in AI model development, as observed in the way that OpenAI and Meta AI carefully guarded details of GPT-4’s architecture and Llama 2 training datasets, raises questions about the accessibility of information critical to enforcing the right to be forgotten. While it may be overreaching to demand that companies disclose proprietary information, this pattern is noteworthy. For instance, the Stanford Foundation Model Transparency Index, which aims to quantify the openness of AI models, rated Llama 2 at 54% and GPT-4 at 48% in transparency. This lack of transparency is a trend that seems set to continue and it has significant implications for the right to be forgotten as it could hinder the ability to trace and delete personal information embedded within different AI algorithms.

The proliferation of digital data, which serves as the foundation for AI, further complicates the enforcement of the right to be forgotten. The increasing scale of stored digital data poses a daunting challenge for manual management. As a result, individuals often have to rely on databases and algorithms to manage their personal data indirectly. For example, AI systems like ChatGPT have been known to utilize personal data without explicit consent, thus

73 Id.
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78 RASCHKA, supra note 74.
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blurring the lines between lawful and unlawful use of personal data and complicating the application of deletion rights.\textsuperscript{82}

Instances of AI systems like ChatGPT utilizing personal data without consent, and OpenAI’s mishaps leading to privacy violations, accentuate the necessity for a right to be forgotten.\textsuperscript{83} While the issue of covert data collection and its predictive prowess, such as predicting personal attributes from social media activity, is not novel to generative AI, it nonetheless intrudes upon individual privacy and requires protective measures.\textsuperscript{84}

In an era of pervasive interconnectivity, personal information is readily traceable and widely shared.\textsuperscript{85} Technologies such as Software Development Kits compile data across platforms, forming enduring profiles that outlast the deletion of individual accounts.\textsuperscript{86} This challenge intensifies when data becomes unregulated and more vulnerable to misuse even after account termination.

In light of these considerations, the right to be forgotten within the AI paradigm necessitates reevaluation. It demands a deeper understanding of AI’s intrinsic “memory”, the development of advanced data purging techniques, and a dynamic legal framework that keeps pace with technological innovation. This right is vital not only for safeguarding personal interests but also for ensuring the reliability of AI’s predictive capabilities and fostering broad trust in our digital ecosystems.

B. The Right to be Forgotten and Public Interest

In the intricate balance between the right to be forgotten and freedom of speech, the divergent attitudes of the United States and the EU result in distinct policy outcomes. The EU’s stance, as evidenced in the Olivier G v Le Soir case, sometimes places the right to be forgotten above freedom of speech.\textsuperscript{87} The right to be forgotten is recognized as a fundamental human right in the Google Spain judgment, where it overrides not only the economic interests of data controllers, such as search engines, but also the public’s right to information at times. Data controllers are defined under Directive 1995/46/EC as any “natural or legal person, public authority, agency or any other body which alone or jointly with others determines the purposes

\textsuperscript{82} Kate O’Flaherty, ChatGPT-40 Is Wildly Capable, But It Could Be A Privacy Nightmare, FORBES (2024), https://www.forbes.com/sites/kateoflahertyuk/2024/05/17/chatgpt-40-is-wildly-capable-but-it-could-be-a-privacy-nightmare/.


\textsuperscript{85} Joseph Turow, The dangers of sharing personal information on social media, PENN TODAY (May 19, 2020), https://penntoday.upenn.edu/news/dangers-sharing-personal-information-social-media.


\textsuperscript{87} TOMLINSON, supra note 28; KINSTLER, supra note 28.
and means of the processing of personal data.” Consequently, search engines are considered data controllers as they determine how personal data is processed through the management of online search results. They are responsible for considering requests for erasure of data, weighing these requests against public interest. Data processors, in contrast, handle personal data on behalf of a data controller and act according to their directives.

In contrast, the U.S. regards freedom of speech and the press as fundamental, with privacy rights, including the right to be forgotten, stemming from judicial readings of the Constitution rather than direct statements. The pivotal case of *Griswold v. Connecticut* identified privacy rights within the Fourteenth Amendment, though these rights are not listed, unlike the explicit safeguards for speech and press in the First Amendment. *Cox Broadcasting v. Cohn* illustrates this principle, confirming that spreading legally acquired, accurate information about significant public issues is protected speech.

The legal split highlights that the right to be forgotten, constrained by public interest, is not absolute. The capacity of some generative AIs, such as DALL-E, to create non-consensual deepfakes carries a significant risk to personal reputation and autonomy. AI presents new challenges in reconciling the right to be forgotten with public interest, potentially maintaining a person’s image in the public sphere beyond their right to data erasure.

The EU’s incorporation of the right to be forgotten within the GDPR aims to protect individuals from AI data handlers’ monopolistic behaviors. However, as AI evolves, debates around data nationalism—the practice of countries asserting control over data generated within their borders—and unrestricted data flow may intensify, especially regarding international data protection laws.

The U.S. opposes the EU’s push for global enforcement of the right to be forgotten due to digital sovereignty concerns, a stance some critics as “digital colonialism.” This affects search engines, which struggle with the complexities of international data retrieval and the right to be forgotten.

C. The Cost of Forgetting and the Dilemma of Forgetting

The debate over the right to be forgotten and AI hinges on whether AI embodies a concept of memory akin to human understanding. Scientists largely agree that data retention

---
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This complexity becomes apparent with expansive AI models like GPT-4 and DALL-E, trained on diverse, massive datasets. Understanding the training process can shed light on this issue. During training, AI models ingest vast amounts of data, learning patterns and relationships within the dataset. This process embeds information into the model’s parameters, enabling it to generate responses or predictions based on the learned data. However, once integrated, these models inherently lack the function to “forget” or discard specific data, as their architecture is designed to utilize all available information for optimal performance. This absence of a forgetting mechanism presents significant challenges for the implementation of the right to be forgotten in the context of AI.

The principle of the right to be forgotten, while applicable to personal data, encounters significant hurdles when applied to AI. For instance, an AI like DALL-E is trained on countless images and concepts to generate new visuals and cannot easily isolate and eliminate specific data points post-training. The scale of the datasets used to train such models—which can span billions of parameters—and the interconnectedness of this information within the neural network make selective forgetting a formidable technical challenge.

The GDPR’s stipulation that forgotten information should not be accessible does not ensure that data is deleted from the AI system; removal efforts may merely alter the form that the data exists in. In AI models, fragments of “forgotten” data can still influence outcomes, as the learning is an integral part of the model’s “memory.” Hence, a true “right to be forgotten” within AI systems currently seems more conceptual than practical. To execute a complete “forgetting,” significant technical advancements are required; not just policy changes. For large-scale AI models, this could entail the enormous task of retraining with revised datasets—a process both resource-intensive and potentially unfeasible for continuous requests.

---
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Furthermore, the right to be forgotten in the context of AI is complicated by the fact that these systems do not forget their training. Instead, the data becomes part of a complex web of learned patterns and predictions, making the removal of specific data points akin to altering memories embedded within a human brain. Practically, enforcing the right to be forgotten requires a multifaceted approach, considering not just the costs but also the technical feasibility. As the case of Google’s application process for the right to be forgotten demonstrates, the evaluation and enforcement process is intricate and labor-intensive. With AI systems, this process would be even more complex, necessitating constant monitoring and potentially retraining models, which is not always practical due to its cost.

In conclusion, while the right to be forgotten is a crucial aspect of privacy and data protection laws, its implementation in the realm of AI, particularly with generative models like GPT-4 and DALL-E, presents unprecedented technical challenges. These challenges require a re-examination of what “forgetting” means in the context of machine learning and how it can be practically achieved, if at all. Without addressing these technical challenges, the right to be forgotten may remain a theoretical construct rather than an enforceable right when it comes to AI.

III. FORGING A STRONG RIGHT TO BE FORGOTTEN FRAMEWORK IN THE AI ERA

A. Safeguarding Information Rights in AI’s Era of Forgotten Data

Enhanced computing power and data collection have propelled AI advancements. Notably, Alpha Go’s triumph over Go champion Lee Sedol highlighted the potency of AI algorithms, which now permeate law, healthcare, education, and transportation sectors, performing cognitive functions like humans. Further AI applications range from self-driving cars to robotic surgery, signaling a harmonious AI-industrial synergy.

The legal acknowledgment of the right to be forgotten can mitigate AI-related data risks, such as unauthorized data collection and leakage. Unlike simpler internet products, AI’s
complexity defies easy prediction, necessitating dedicated regulatory oversight. The right to be forgotten, paired with the right to deletion, empowers individuals to manage their personal data, addressing the imbalance favoring information controllers.

To address the complex and enduring risks posed by AI, particularly in light of current regulatory deficits, a broadened right to be forgotten is imperative. This right should be comprehensive, covering the entire data lifecycle, which includes collection, storage, processing, and deletion phases. Each phase presents unique challenges and characteristics; therefore, adaptations of the right to be forgotten must take into account the specific requirements and contexts of these distinct phases to ensure effective implementation. AI poses complex, enduring risks that are amplified by regulatory deficits. Broadening the right to be forgotten is imperative for moving toward a solution. This expansion should encompass the entire data lifecycle, adapting to the distinct characteristics and challenges presented at each stage of data management.

B. Tailored Legal Protection for Diverse Right-Holders

Due to the inherently personal nature of the right to be forgotten, the right pertains only to individuals and excludes corporations or organizations. It safeguards personal data security but does not apply to legal entities, which cannot experience psychological damage from personal data breaches. Furthermore, extending the right to be forgotten to corporations could lead to abuse of the right and compromise personal data protection aims. Natural persons are all entitled to the right to be forgotten, yet claims vary with the claimant’s status. This Article proposes a tiered protection system, offering nuanced protection reflecting the individual’s legal capacity and identity.

Minors, the mentally ill, and those with limited civil capacity warrant heightened protection due to their vulnerability. For instance, California’s “Online Eraser Law” provides a model for safeguarding minors by mandating clear deletion procedures without scrutinizing their deletion requests. Likewise, the mentally ill, being equally vulnerable, should be protected in a similar manner with guardians facilitating deletion requests when necessary.

Public figures and officials should have a more limited right to be forgotten. While lacking a precise legal definition, public figures include celebrities and individuals with public
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influence. Extensive rights for public figures could lead to misuse, allowing them to use the right to escape public accountability. Yet, they deserve protection against discrimination and excessive personal data exploitation due to their visibility, particularly via AI. Public officials, due to their role, should be accountable to public scrutiny, but this consideration needs to be balanced with the privacy rights still enjoyed by these individuals.

The right to be forgotten for criminals remains contentious. A restrictive approach is advocated for general offenders, considering the diminishing relevance of criminal records over time. Offenders need this right to reintegrate into society post-punishment. Nonetheless, differentiation is crucial based on the crime’s nature and the offender’s profession. In particular, certain crimes by educators or public servants should exempt them from this right.

C. Harmonizing Legal and Technological Frontiers in AI Governance

Discourse surrounding AI governance often focuses on how regulation might impede technological progress, particularly within the sphere of AI. The “Ten Principles for Regulation That Does Not Harm AI Innovation” report by The Information Technology and Innovation Foundation provides a blueprint for a regulatory approach that both nurtures innovation and addresses potential concerns. These principles advocate for regulations that are performance-based rather than prescriptive, tailored to specific sectors as opposed to blanket policies across technologies, and adaptable enough to incorporate future technological breakthroughs. The principles underscore the necessity of regulatory efficiency, thorough cost-benefit analyses, impartiality towards firms, and the critical role of technical expertise in policy-making.

This framework exemplifies the intricate balance between law and technology, where each must be responsive to the other’s evolution. AI systems, embodying the values and intentions of their designers, necessitate the integration of legal principles to ensure they both benefit the public and conform to societal expectations. A vital aspect of this interplay is
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finding an equilibrium between encouraging technological innovation and protecting individual rights, including privacy. The European GDPR exemplifies a forward-thinking stance on data management, particularly with its provision for the right to be forgotten, highlighting a shift towards preemptive risk management in AI regulation.

To fortify the legal framework around AI, it is crucial to advocate for a robust push towards industry self-regulation, complemented by governmental oversight. This tandem approach leverages the industry’s nimbleness and technical acumen with the democratic legitimacy and broader perspective of public regulation. For example, the European Union’s AI Act and other national efforts demonstrate proactive legislative endeavors, while the tech industry's voluntary adoption of the OECD’s AI Principles showcases the potential for self-regulation to set benchmarks for responsible AI use. This collaborative dynamic can result in potent and adaptable regulations that keep pace with AI's swift evolution, ensuring that the right to be forgotten remains a viable concept in the generative AI era.

The US should build upon the GDPR model by adopting strategies that encourage industry self-regulation while ensuring AI systems are congruent with societal norms and individual liberties. Such a comprehensive strategy, grounded in the principles from the Information Technology and Innovation Foundation report, could establish a comprehensive framework for the right to be forgotten in the age of AI. This approach would allow for technological progress while maintaining the essential human right to privacy and the ability to control one’s personal information. Moreover, the agility of self-regulation can be instrumental in addressing the unique challenges posed by generative AI. Initiatives like Meta’s Oversight Board, which offers rapid and discretionary decisions on content moderation, exemplify the potential for self-regulation to operate beyond the constraints of geography and uniform legal systems. However, self-regulation must be viewed critically, ensuring that it serves the public interest and not just corporate goals. Transparency and accountability are paramount to gain public trust and to ensure that self-regulatory bodies are not merely extensions of their parent corporations. A balanced approach to self-regulation in AI, therefore, should prioritize citizen outcomes, safeguarding transparency, and upholding ethical standards while fostering innovation.

Geopolitical considerations influence AI’s regulatory landscape, particularly in the context of the global technological race. It is essential to address the misconception that U.S.
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regulations, including the right to be forgotten, could hinder AI progress and inadvertently advantage non-U.S. entities, notably Chinese companies. This concern stems from the perception that stringent U.S. regulations could stifle innovation, whereas Chinese companies might operate more freely. However, this view overlooks the significant regulatory and technological challenges faced by Chinese AI developers, including their reliance on U.S. technology.\textsuperscript{139} The reality is that both U.S. and Chinese AI sectors operate under substantial regulatory scrutiny, and the implementation of the right to be forgotten in the U.S. would not necessarily confer a competitive advantage to Chinese companies.\textsuperscript{140} Instead, by reinforcing the right to be forgotten, the U.S. would emphasize the importance of privacy and autonomy in AI development, aligning technological advancement with democratic values without necessarily impeding its own AI sector's competitiveness.\textsuperscript{141} This approach counters the narrative of China's unassailable lead in AI by demonstrating a commitment to ethical AI development that respects individual rights.\textsuperscript{142} Therefore, incorporating the right to be forgotten into AI governance is a strategic move to balance innovation with ethical considerations, reflecting a broader commitment to privacy and autonomy without undermining the perception of American AI capabilities. OpenAI's recent shift towards capitalist priorities and away from conservative nonprofit governance exemplifies the tech sector’s broader preference for profit over safety.\textsuperscript{143} This new direction, steered by business leaders, emphasizes the prioritization of economic returns in AI development.\textsuperscript{144}

OpenAI’s shift in priorities underscores the need for balanced AI regulation that includes considerations such as the right to be forgotten. AI’s increasing prominence, evidenced by tools like ChatGPT, demands regulations that protect individual rights alongside innovation. The right to be forgotten is key among these regulations. As AI entwines with daily life, its misuse could damage individual privacy rights. OpenAI’s shift mirrors the industry’s wider move but also highlights the chance to embed privacy and autonomy rights into corporate practices.\textsuperscript{145} The growing debate on this right within AI circles isn’t just about control—it’s about instilling regulations based on values that protect against AI’s possible overreach.\textsuperscript{146}
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D. Balancing Rights and Innovation in Algorithm Oversight

International efforts to regulate generative AI, namely ChatGPT, are instructive to agencies seeking to strike a balance between protecting rights and promoting innovation. The enforcement action by the Italian Garante, Italy’s Data Protection Authority, against ChatGPT exemplifies the urgent need for effective regulatory frameworks consistent with the EU’s GDPR.\footnote{Frances D’Emilio & Matt O’Brien, Italy Temporarily Blocks ChatGPT Over Privacy Concerns, AP News (2023), https://apnews.com/article/chatgpt-ai-data-privacy-italy-66634e4d9ade3c0eb63edab62915066f.}

The Garante’s intervention in Italy was a significant regulatory action addressing OpenAI’s compliance with the GDPR. This intervention was not an isolated event but part of a broader European effort to enforce data protection laws amidst the rise of generative AI technologies like ChatGPT. The Garante identified specific concerns regarding transparency in data processing, the legal basis for data collection, the accuracy of generated information, and safeguards for minors.\footnote{Provvedimento del 30 marzo 2023 [9870832], ITALIAN DATA PROT. AUTH. (2023), https://www.garanteprivacy.it:443/home/docweb/-/docweb-display/docweb/9870832; D’EMILIO & O’BRIEN, supra note 147.} These concerns were based on potential violations of Articles 5, 6, 8, 13, and 25 of the GDPR, which collectively mandate the protection of personal data, the lawfulness of processing, and the conditions for obtaining consent from children. The Italian authority's decision to require OpenAI to implement corrective measures, including enhancing transparency and establishing age verification systems, reflects the EU’s commitment to upholding privacy rights and the integrity of personal data.\footnote{Provvedimento del 30 marzo 2023 [9870832], ITALIAN DATA PROT. AUTH. (2023), https://www.garanteprivacy.it:443/home/docweb/-/docweb-display/docweb/9870832; Kevin Roose, A.I. Belongs to the Capitalists Now, THE N.Y. TIMES, (Nov. 22, 2023), https://www.nytimes.com/2023/11/22/technology/openai-board-capitalists.html; D’EMILIO & O’BRIEN, supra note 147.}

To address these violations, the Italian Garante set forth a series of corrective measures for OpenAI.\footnote{D’EMILIO & O’BRIEN, supra note 147.} The Garante required OpenAI to enhance transparency by clarifying data processing methods and users’ rights, ensure data processing had a legitimate legal basis, and provide mechanisms for data subjects to exercise their rights, such as correcting or deleting inaccurate data.\footnote{ITALIAN DATA PROT. AUTH., supra note 148.} Furthermore, the Garante required OpenAI to comply with the GDPR’s child protection requirements by implementing age verification systems for minors under the age of 13.\footnote{Id.}

The developments in Italy underscore the necessity for a dedicated Algorithm Committee to ensure AI oversight.\footnote{Human Rights & Technology Issues Paper UTS Submission, UNIV. OF TECH. SYDNEY, 59–61 (2018), https://www.uts.edu.au/sites/default/files/2018-12/Human%20Rights%20%26%20Technology%20Issues%20Paper_UTS%20submission.pdf.} An Algorithm Committee would serve as a centralized body responsible for the review and supervision of AI algorithms, ensuring compliance with regulatory standards such as the GDPR. It would also provide a mechanism for addressing the concerns raised by the Garante, such as improving transparency in data processing methods, verifying the legal basis for data collection, and implementing safeguards for the accuracy of information and child protection. This committee’s role would be crucial in maintaining a
balance between protecting individual rights and fostering innovation, as it would provide a structured approach to algorithmic accountability and compliance with privacy laws.\textsuperscript{154}

The right to understand algorithmic decisions is pivotal to this new oversight approach. Given the intricacy of AI systems like ChatGPT, only a centralized authority can provide transparent communication about their workings.\textsuperscript{155} Additionally, supervision should be proactive, integrating risk management throughout the data lifecycle. The committee would also handle data deletion rejections and algorithm-related corporate disputes, thus promoting legal precision and personal privacy.

Inspired by France’s ‘Information Technology and Freedom Law’ and the Commission Nationale de l’Informatique et des Libertés (CNIL), the U.S. could benefit from a similar governance structure through the establishment of the National Artificial Intelligence Advisory Committee (NAIAC). The French model offers a comprehensive approach to data protection, with the CNIL handling a significant number of cases involving advice requests, complaints, and opinions on personal data processing. The French system emphasizes the importance of managing sensitive data, such as health information, through the implementation of secure intranet networks and smart card technology. Moreover, the CNIL’s proactive stance on issues like behavioral mega-databases and ambiguous data collection practices showcases a commitment to clear and honest communication of data usage to individuals. Adopting a model akin to France’s would enable the U.S. to foster robust protections for individual rights, particularly in the context of AI’s rapid development. The NAIAC could serve as a platform for ensuring that AI advancements align with legal standards, promoting transparency and accountability in data processing. By incorporating the French approach, the U.S. stands to gain from a regulatory framework that not only safeguards privacy but also facilitates the responsible and ethical use of AI technologies.\textsuperscript{156}

The Garante’s proactive stance and the subsequent resumption of ChatGPT’s operations in Italy following compliance adjustments set a precedent for international AI governance.\textsuperscript{157} It exemplifies the potential for a cooperative model where AI developers, users, and regulatory bodies work together to achieve a balance between protecting personal rights and fostering technological advancement. The authority highlighted the need for clear mechanisms that enable individuals to request the deletion or correction of their personal data, in compliance with the
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GDPR. This included ensuring that data processing by AI systems has a lawful basis, that there is transparency in how personal data is used, and that individuals, particularly minors, are provided with adequate protections. The Garante’s focus on these aspects emphasizes the importance of the right to be forgotten as AI systems become more prevalent, setting a precedent for how such cases may be handled in the future and reinforcing the need for AI developers to incorporate the right to be forgotten considerations into their operations.

E. Balancing the Right to be Forgotten with the Advancement of AI

In the evolving AI landscape, balancing privacy and progress is essential. The EU’s GDPR enshrines the right to be forgotten, allowing individuals to control their data and request deletion of harmful or unnecessary information. Its principles—privacy by design, data minimization, clear purpose specification, and restricted retention—ensure enforcement of these rights across the EU.

In light of this, researchers from Microsoft, Ronen Eldan and Mark Russinovich, have contributed significant research in AI data management.158 Their work, “Who’s Harry Potter? Approximate Unlearning in LLMs,” presents a method for LLMs to selectively forget copyrighted content without requiring a complete model retrain.159 This approach is particularly relevant for legal compliance, offering a practical implementation of the right to be forgotten within AI.

Eldan and Russinovich propose a method that involves the creation of a “forgetting dataset” to refine the base model, ensuring the model forgets specific copyrighted content while retaining its broader linguistic capabilities.160 This technique maintains the model’s performance on standard datasets while preventing it from generating the forgotten content, demonstrating a promising step towards reconciling the right to be forgotten with technological development.161

Furthermore, transparency and explainability in AI are crucial for user trust. Explainability, or interpretability, refers to the degree to which the internal mechanisms of an AI system can be understood by humans. This necessitates clear operations of algorithms to facilitate informed consent, allowing users to comprehend how decisions are made.162 Transparency, closely related to explainability, enhances users’ ability to challenge or rectify automated decisions and effectively mitigates algorithmic bias.163

This synergy between legal principles and technological innovations underscores the importance of privacy in the digital age, suggesting a path forward where individuals’ dignity and equality are preserved alongside the growth of AI, ultimately supporting a robust digital ecosystem where innovation thrives within the bounds of ethical and legal standards.
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CONCLUSION

The right to be forgotten represents a complex intersection of law, technology, and ethics. As this article has explored, the emergence of generative AI adds new dimensions that challenge traditional conceptions of privacy, data protection, and the feasibility of forgetting. While existing laws like the GDPR provide an initial framework, effectively safeguarding the right to be forgotten in the AI era necessitates a comprehensive and nuanced approach.

Key conclusions can be drawn from this analysis. First, the right to be forgotten must be established as an independent right grounded in personal information self-determination, beyond just privacy and reputational rights. This empowers individuals to control their data within AI systems. Second, the inherent limitations of AI technology in “forgetting” data must be acknowledged in efforts to balance individual rights with technical constraints and public interests. Regulatory creativity is needed to address the traceability of anonymized data. Third, continuous evolution of legal frameworks is imperative through oversight bodies, industry collaboration, and international cooperation. As this article has contended, a balanced approach considering both human values and technological capabilities is required.

In summary, while generative AI creates complex challenges for the right to be forgotten, these challenges do not necessitate an outright rejection of the concept. With nuanced legal paradigms and ethical AI development, the societal benefits of these technologies can be harnessed while respecting human dignity and individual rights. As the digital landscape advances, maintaining this equilibrium must be the shared mission of legislators, regulators, technologists and civil society. The right to be forgotten provides a compass in this journey towards an ethical and empowering AI future guided by human values.